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Summary: It is obvious that an adaptive survey design may be successful in improving survey quality for the auxiliary variables that form the subgroups in the design. In this paper, we ask ourselves the question whether adaptive survey designs that focus on a reduction of non-representative response on a set of variables also results in more representative response on other variables, and whether the same results could have been obtained by weighting adjustment under a non-adaptive design. 

We use R-indicators and the coefficient of variation of the response propensities to answer these questions and consider an experiment with adaptive survey design on the Survey of Consumer Sentiments in 2009 that was conducted in the RISQ-project.
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1. Introduction

In this paper, we focus on adaptive survey designs (e.g. Schouten, Calinescu and Luiten 2011). That means that we assume that response probabilities can be identified from previous waves of the same survey or from similar surveys that have been conducted. This contrasts responsive survey designs (Groves and Heeringa 2006), where evaluation time points are explicitly defined. These time points define so-called design phases. Each design phase could in fact be an adaptive survey design.

Adaptive survey designs may be viewed as extensions of sampling designs. Whereas standard sampling designs assume a uniform data collection strategy, adaptive survey designs employ multiple strategies. Instead of inclusion probabilities, there are strategy allocation probabilities. Another extension lies in the quality objective function. Sampling designs typically focus on precision, but adaptive survey designs also attempt to account for non-sampling errors through indirect quality indicators. Adaptive survey designs make an explicit trade off between quality and costs and other constraints. As such they need not restrict attention to nonresponse error, but up to now most studies limited themselves to nonresponse.

Essentially, adaptive survey designs differentiate efforts for different population subgroups. These subgroups may be defined from registry data but also during data collection based on interviewer observations or other forms of paradata. It is by no means trivial how the subgroups and effective data collection strategies are to be identified. Schouten, Shlomo and Skinner (2011) propose partial R-indicators to distinguish subgroups that contribute most to nonrepresentative response. Still, the response probabilities and costs associated with application of strategies to these subgroups need to be estimated in a robust way. Generally, adaptive survey designs should be modest, therefore, in their number of strategies and subgroups. However, the designs of surveys may benefit from a structured look and an explicit use of the strong quality-cost differential between strategies (most markedly the survey mode).

The important question arises whether any reduction of nonrepresentative response through adaptive survey designs could be achieved as well through nonresponse adjustment. In Schouten and Cobben (2012), we explain that there is no mathematical reason to support the assertion that nonresponse adjustment has this property. There is, however, also not a statistical argument that shows that stronger nonrepresentative response on some variables transfers to other variables. 

To answer our research question, we use the R-indicator and the coefficient of variation of the response propensities. In section 2, we describe the data and the analysis that we performed to answer the research question. Section 3 gives the results and section 4 concludes.
2. Analysis

We use the data from the RISQ pilot study, which was linked to the Survey of Consumer Sentiments (SCS) in 2009. For details we refer to Luiten and Schouten (2012). A sample of approximately 6.000 addresses was randomly divided over a control and experimental group. The control group received the regular CATI design, while the experimental design was subject to an adaptive survey design. The adaptive survey design distinguished sample units based on age, etnicity, income, type of household and urbanization and assigned different strategies in order to equalize response rates for the corresponding subgroups. The strategies employed different survey modes (web, mail and CATI), different prioritizations of calls and different interviewer allocations. As a constraint it was demanded that both costs and response rate should be maintained.

It is obvious that an adaptive survey design may be successful in improving the indicator values for the auxiliary variables that form the subgroups in the design. For this reason, we selected four new auxiliary variables: ownership of a company car, business type of person in houshold with largest job, and number and sizes of jobs in household. These variables were not involved in the adaptive survey design, but clearly do have some association to the selected adaptive design variables age, ethnicity, income, type of household and urbanization. But so will any survey target variable. If adaptive survey designs are to be promising extensions of sampling designs, then the results should also be better for variables that were not involved in the adaptation.

We use two indicators to evaluate the results: the coefficient of variation of the response propensities 
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 and the R-indicator R(X). We use the coefficient of variation of the response propensities because of the relationship of this term to the maximal nonresponse bias of the regression estimatior (Schouten and Cobben, 2012). The R-indicator R(X) = 1 – 2 
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 measures the deviation from representative response (Schouten et al. 2009). 
The analysis consists of two parts:
1. We randomly order the new auxiliary variables: ownership of a company car, business type of person in houshold with largest job, and number and sizes of jobs in household.. We chose to do this based on the alphabetical order of the variable labels in Dutch. Next, we add the variables one by one to the R-indicator and coefficient of variation

2. We perform a nonresponse adjustment on each of the response means of the new auxiliary variables using the auxiliary variables that were used in the adaptive survey design: age, etnicity, income, type of household and urbanization
In the first analysis, we evaluate whether the patterns of nonrepresentative response always favour the experimental group to the control group. For this purpose, we randomly sort the new auxiliary variables and compute the coefficient of variation and the R-indicator growing models of auxiliary variables. Clearly, the available set of auxiliary variables may represent only weak proxy variables to the survey target variables. Nonetheless, by employing accumulating models, we simulate NMAR nonresponse on the smaller models. Also, we have selected auxiliary variables that are strong predictors of the survey target variables.

In the second analysis, we investigate whether the remaining nonresponse bias after calibration on X again favours the experimental group to the control group. We do this to see whether stronger signals of nonrepresentative response are an indication of more remaining nonresponse bias after adjustment. We also do this to see whether the weighting adjustment does as good a job in reducing nonrepresentativity of the response as the adaptive survey design.
3. Results

Table 3.1 provides the coefficient of variation and R-indicator for the control group and the experimental group adding the variables one at a time. 
Except for the smallest model with ownership of a company car, all models lead to more representative response for the experimental group. Testing the one-sided null-hypotheses of a smaller R-indicator and a larger coefficient of variation leads to p-values of 6,3% and 5,3%, respectively, i.e. close to the standard level of 5%. We conclude that for the RISQ pilot study the adaptive survey design also improved representativity of other variables. These variables are closely associated with the topics of the SCS. 

Table 3.1: Indicators for SCS control group and experimental group. Standard errors are given within brackets.
	Model
	Coefficient of variation
	R-indicator

	
	Control
	Experimental
	Control
	Experimental

	1. Car
	0,000

(0,019)
	0,018

(0,014)
	1,000

(0,024)
	0,977

(0,018)

	2. Business type + 1 
	0,066

(0,014)
	0,034

(0,014)
	0,916

(0,018)
	0,956

(0,018)

	3. Number of jobs + 2
	0,087

(0,014)
	0,051

(0,015)
	0,889

(0,018)
	0,934

(0,019)

	4. Number × size of jobs + 2
	0,096

(0,014)
	0,063

(0,015)
	0,878

(0,018)
	0,918

(0,019)


To see whether weighting adjustment is able to equalize nonresponse bias for the different groups, we applied the general regression estimator. For the RISQ pilot we performed weighting using exactly the same variables as were used in the set up of the design. The target variables for this study were the four extra auxiliary variables.
We computed the Euclidean distances with respect to the sample mean for both the experimental and control group. Table 3.2 contains the distances. 

Table 3.2: Euclidean distances for the experimental group and control group between sample mean and adjusted response mean.

	
	Control
	Experimental

	Car
	0,0042
	0,0042

	Business type
	0,0175
	0,0123

	Number of jobs
	0,0239
	0,0062

	Number × size of jobs
	0,0187
	0,0062


The results indicate that the remaining nonresponse bias for the control group is always larger than or equal to that of the experimental group. Hence, we find that stronger signals of nonrepresentative response lead to more remaining nonresponse bias after weighting adjustment.

4. Conclusions

The response in the experimental group is more representative for all models except for the smallest model with ownership of a company car. In addition, the remaining nonresponse bias for the experimental group after calibration was always larger than or equal to the remaining nonresponse bias for the control group. 
This has two implications:

· Adaptive survey design may be successful in reducing nonrepresentative response, also for variables other than the ones used for differentation;

· When there are stronger traces of nonrepresentative response on a set of auxiliary variables, then the bias after adjustment on these variables may remain larger.
To return to the main question in the title: should we use adaptive survey design or do weighting adjustment to reduce nonrepresentative response? The empirical results show that it pays off to employ an adaptive survey design that leads to more representative response. Howeve  
r, given that we are not able to fully balance response, adjustment will always be necessary to remove as much as possible the remaining biases. 

More empirical research to confirm these results will be necessary, as the number of target variables in the study is relatively small. We refer to Schouten and Cobben (2012) for an extended set of examples and comparisons.
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