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1. Introduction

We present a theoretical framework for adaptive collection designs in the context of computer-assisted telephone interview surveys. By adaptive collection designs, we mean any procedure of call prioritization and/or resource allocation that is dynamic as data collection progresses; i.e., the procedure uses paradata or other auxiliary information to adapt itself to what is observed during data collection. We focus on call prioritization. The goal of an adaptive collection design is to increase quality for a given cost or alternatively to reduce cost for a given quality. We consider maximizing quality for a given cost.  The literature has essentially focused on finding collection designs that lead to a reduction of nonresponse bias of an estimator that is not adjusted for nonresponse. Thus, improvement of quality is associated with nonresponse bias reduction. We argue that it is not the best criterion to use as the bias that can be removed at the data collection stage of a survey through an adaptive collection design can also be removed at the estimation stage through an appropriate nonresponse weight adjustment procedure. For instance, we could consider an adaptive collection design that tries to equalize response rates between domains of interest and use an estimator that is not adjusted for nonresponse. In terms of nonresponse bias, we expect this strategy to be equivalent to using an estimator that adjusts design weights by the inverse of response rates within domains of interest even though no adaptive collection design has been implemented.  Therefore, instead of considering the nonresponse bias, we minimize the nonresponse variance of an estimator that is adjusted for nonresponse.  We develop a procedure of call prioritization that attempts to achieve this goal.

The literature on adaptive collection designs, sometimes called adaptive survey designs, responsive collection designs, responsive survey designs or simply responsive designs, is fairly recent. For this workshop, we omit the literature review and highlight only some aspects of our framework in section 2.  A simple numerical example is shown in section 3.   


2. Framework

In this section, we develop a procedure for call prioritization in the context of Computer Assister Telephone Interview (CATI) surveys that focuses on maximizing quality for a given cost.  As previously pointed out, we minimize the nonresponse variance of an estimator adjusted for nonresponse subject to an expected fixed cost.  The reason for restricting to CATI surveys is that it is easier to come up with a cost function since the overall cost is highly related to the total time used to conduct data collection.  










Let  be the y-value attached to unit i in the population U and be the population total. Denote by g, for    g = 1, …G, a nonresponse adjustment cell, which could be a domain of interest or a cross-classification of domains of interest.  Let s be a sample selected through some probability sampling design, be the sample units falling in cell g of size and  be the set of respondents in cell g of size .  Denote by  the y-value for unit i in group g. Assuming that nonresponse is uniform within cells, an asymptotically unbiased adjusted estimator of the total, , is obtained by multiplying the design weight of unit i in group g, denoted , by the inverse of realized response rate within the associated cell such that

[bookmark: ZEqnNum812872]		                   

where  is the response rate in cell g. 

In our framework, the quality indicator is the nonresponse variance of the adjusted estimator in  which is approximated through Taylor linearization by

[bookmark: ZEqnNum753802]		



where   is the expected response rate, ,  and the subscript q  indicates that moments are evaluated with respect to the nonresponse mechanism conditional on the selected sample s. 





Consider an overall cost function which depends on the total number of attempts for unit i in group g, the cost of an unsuccessful attempt in group g, and the cost of an interview in group g, denoted by , , and  respectively.  Suppose the overall cost function , where


	


The expected overall cost is , where


	








and is the expected number of attempts made at the end of data collection for unit i in cell g.   Suppose a maximum number of calls allowed per unit, also known as a cap on calls and denoted by , is imposed in the collection process. The value  then represents the number of attempts to obtain a response, or the attempts at the end of data collection or the cap on calls.  The number depends on the response probability at each attempt, denoted, and the maximum number of calls allowed per unit. It also depends on the effort made to obtain a response for unit i in cell g, which is itself related to the overall budget and the data collection procedures. To simplify derivations, we assume that the expected number of attempts is only a function of  and; i.e., we assume that  represents the number of attempts to obtain a response or the cap on calls.  Assuming that, for any given unit, response is independent from one attempt to the next (which is more realistic if a certain amount of time is imposed between two successive calls), we obtain 


		                                                                           Under these assumptions, 	the expected overall cost becomes a linear function of the probabilities of response to the survey, .   



Our objective consists of finding the target probabilities of response to the survey, , that minimize the nonresponse variance of the adjusted estimator in  subject to a fixed expected overall cost  for a constant K that represents the overall budget.  The linear form of the expected overall cost function facilitates the closed –form solution given by 

	,
where 

	.






Once the target response probabilities  have been determined, we must find the effort (number of attempts) needed to achieve these target probabilities. Let be the effort associated with unit i in group g. Under the above independence assumption, the response probability to the survey is  . We want to find the effort  that makes this response probability equal to the target response probability . This yields 
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Then, our procedure consists of selecting cases to be interviewed with probability proportional to the effort. Obviously, the effort for a given unit increases with the target response probability and decreases with the response probability at each attempt. A larger response probability at each attempt indicates that this unit is easier to contact and thus requires less effort to achieve the target response probability. Note that it might be advisable to ensure that the (estimated) response probability at each attempt is not too low so as to avoid unduly large efforts for some units. It might also be advisable to ensure that a certain time has elapsed between two consecutive calls to make the independence assumption more realistic. The realized number of attempts for a particular unit depends not only on the cap on calls but also on the effort assigned to it.  In principle, it would be better to account for the effort when deriving an expression for  but this would render the minimization problem more complex because  depends on .

The solution to the above optimization problem is found before data collection starts. However, it may be desirable to revise the solution periodically (e.g., daily) as data collection progresses. Revision requires modifying certain parameters (e.g., the estimated response probability at each attempt) and updating the remaining budget and expected overall cost. The solution to the revised optimization problem yields revised target response probabilities which in turn, lead to revised values of effort. 


3. Numerical Example

We simulated the proposed call prioritization procedure to investigate some aspects of performance.  The simulation is limited in that we did not incorporate periodic revision of the optimization problem as data collection progressed.  


In this experiment, we used a subset of the 2005 Workplace and Employee Survey conducted at Statistics Canada for which we had complete survey data.  Specifically, it consists of 773 business locations in the Atlantic provinces for which a unique identifier, a design weight, stratum information used for group assignment, and a continuous variable of interest, representing gross payroll, are available.  This complete data is called the full sample and denoted .  



For illustration purposes, the group was defined as the sampling stratum of which there are 42.   For each unit, a probability of response,, was assigned so that effort could eventually be calculated. Three response scenarios for  were considered:

(C)   	The probability of response is constant, ; 
(G) 



The probability of response varies by group with units in the same group having the same   probability (i.e. ).  It is a function of  such that the average response probability over all units i  is equal to 0.15.  The correlation between   and  is 0.54.
(I) 



The probability of response varies for unit i (i.e. ) and is a function of  such that the average response probability over all units i  is equal to 0.15.  The correlation between   and  is 0.67; 







Next, we assigned values to fixed parameters necessary to implement the adaptive collection procedure.  The cost of a nonresponse attempt, the cost of an interview and the maximum number of allowed attempts per unit were all set constant with   The quantities and  could represent time units in this experiment.  Furthermore, the overall budget was.   Note that the quantity was calculated from the full sample and the response probability  was assumed to be known.  With these values in place, effort was derived using different scenarios listed below.  



  	constant effort:   


  	proposed definition  in :   


	modified proposed definition using the average response probabilities over group:   


  	function of response probabilities :   


	function of average response probabilities over group:   










The effort scenarios R and are functions only of response probabilities and as such, were selected to mimic the R-indicator of Schouten et al. (2009).  The reason for using in scenarios and  is that,  is difficult to estimate when it depends on  since  is unknown for nonrespondents.  In practice, the response rate in cell g would often be used to estimate the response probabilities  The quantity is the value to which the response rate converges in cell g.    


For a given response and effort combination scenario, the proposed call prioritization procedure was repeated B=5000 times creating 5000 simulated samples of respondents from which the adjusted estimator in  for the bth sample of respondents, denoted , b=1,2,…,B, was calculated.  Monte Carlo measures of relative bias (RB) and relative root mean squared error (RRMSE) in percentage were used to assess the performances of various scenarios and are defined as 

	


where .  

Table 1 gives the Monte Carlo measures and the average overall response rate using 5000 simulated samples for several combinations of response and effort scenarios.  By design, the proposed definition of effort yielded the smallest RRMSE within each of the response scenarios.  Response scenarios C all yielded unbiased estimates of the total.  Note that response and effort scenario pairs (C,C) and (C,R) are essentially equivalent since the effort scenario R reduces to a constant when the response probabilities are constant.   The estimates under response scenarios G were also unbiased.  Both the RB and RRMSE were smallest for the proposed call prioritization procedure under response scenarios I although all are biased due to using average response probabilities within cells instead of the exact response probabilities. This illustrates the effect of misspecifying the response probability model.   

Table 1: Simulation statistics for various response and effort scenarios
	Response 
Scenario
	Effort
Scenario
	RB
(%)
	RRMSE
(%)
	Average overall
response rate (%)

	C
	P
	-0.10
	2.35
	76

	C
	C
	-0.05
	4.36
	76

	C
	R
	0.07
	4.34
	76

	G
	P
	-0.05
	3.99
	76

	G
	C
	0.03
	6.15
	79

	G
	R
	-0.02
	4.87
	76

	I
	

	8.58
	8.76
	78

	I
	C
	14.42
	14.85
	79

	I
	

	13.47
	13.71
	78




4. Conclusion

We have justified using the nonresponse variance of an estimator that is adjusted for nonresponse as a possible quality indicator to be optimized and proposed a call prioritization procedure.  This procedure appears to have the desired effect in a limited simulation study.

The next steps of this research are to perform a simulation study that incorporates periodic revision to evaluate the usefulness of the theory and that uses estimated response probabilities instead of the true response probabilities, to adapt the theory for practical applications, and to test the approach in a real production environment.  Future work may include considering alternative indicators in the context of adaptive collection designs.  Finally, if reducing the nonresponse bias further remains a goal, it appears to us that subsampling of nonrespondents might be the only option. Questions such as the appropriate subsampling rate or subsampling method need further investigation. Since there would likely be nonresponse in the subsample, our adaptive approach could be used within the subsample. 
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