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Introduction
Although propensity models are useful for developing nonresponse weights after the close of data collection, they are increasingly being used during data collection as well. Two applications of these models during fieldwork are for responsive design (Groves and Heeringa 2006) and to calculate interviewer metrics such as the PAIP (West and Groves 2013). The decisions resulting from both of these applications depend on the models being reasonably predictive of the likelihood to respond, which requires predictive covariates that are available on both respondents and nonrespondents. Several authors have found that available paradata of this kind are not strongly predictive of response propensity and have subsequently made a plea for new paradata to improve predictions of nonresponse (Kreuter et al. 2011, West and Groves 2013,…). Given this need for new sources of data about respondents and nonrespondent, this analysis examines a new type of paradata, call-level interviewer ratings of response likelihood, to determine if they can improve the predictive power of propensity models (see Eckman et al. 2013 for a descriptive analysis of these ratings).  

Data
The data are from a CATI survey conducted the LINK Institute in Germany from October 29 to December 14, 2012.  This was the second wave of a data collection with an embedded experiment on dependent interviewing asking about employment status, income, and socio-demographics. In wave 1, a sample of 12,400 adults was selected in three strata from German administrative databases. In total, 2,400 interviews were completed in the first wave, yielding a response rate of 19.4% (AAPOR RR1). Of these, 87% (2,085 people) agreed to be contacted again. However, only 1,324 responded in wave 2, yielding a response rate of 63.5%. 

Call record data
For each call placed in the second wave, we have the case ID, time, date, outcome, whether the selected respondent was reached, and the interviewer ID. All analyses in this paper are conditional on contact (as described in the Methods section); hence, we use only calls that resulted in contact. We also dropped call entries made by supervisors which were likely not true calls placed to the cases (68 calls affecting 66 cases). Of the 16,318 calls made, 5,049 remain in the analysis dataset. There are 1943 cases with at least one contact. There were 1324 interviews; 505 of these interviewed on the first call.

Likelihood ratings
At the end of each contact attempt, interviewers rated the likelihood of the selected target person at that household to complete the survey on a later call, using a scale from zero to 100. The text of this question, translated from German, was:
How likely is it that this case will complete the interview at a later contact attempt? Please give the probability in percent, from 0 to 100.
All calls were rated except those resulting in an interview, handled entirely by the autodialer, and very hard refusals[footnoteRef:1]. Interviewers were not able to see the ratings assigned to the same case by other interviewers on previous calls, if any, and could not skip the question or respond “don’t know.” Cases were assigned to any available interviewer and there are no refusal conversion specialists. Therefore, we assume that the assignment of cases to interviewers is random. [1:  In the dataset, there are two hard refusals and both of these occur on the first contact. ] 


Calls for which no contact was made (i.e, reaching a fax machine or an answering machine, or where the person who answered the phone hung up without speaking) were excluded from the analysis. In total, 22 interviewers rated 5049 calls with contact. The 505 cases that provided interviews on the first contact and two hard refusals have no likelihood ratings. An additional 557 cases have only one call with a likelihood rating, leaving 879 cases with some sort of likelihood rating sequence.

Since the likelihood rating question refers to future call attempts, the rating was lagged so that it was associated with the next call with contact. This procedure provided ratings for the call when the interview was taken, for those cases that did not participate on the first contact. However, lagging the ratings results in missing ratings for the first contact of all cases. Therefore, the likelihood rating for the first contact is imputed as the response rate on the first contact. This value, 26, was calculated by taking the number of cases that completed an interview on the first contact (505) and dividing it by the total number of cases in the dataset (1943). 

Describe contact data covariates:
week		Week of data collection
mobile		call made to mobile phone
priorcalls     	Number of calls made to case before current call
priorcontacts   Number of contacts w case, not including this contact
lastcontday0   days since last contact- impute 0 for 1st contact
priorref        	refused on any prior call
apptpriorcont  	appt on contact just before current contact
NCpriorcall     	noncontact on call just before current contact
apptpriorcall   	appt on call just before current contact
contpriorcall  	contact on call just before current contact
apptnum	number of appointments case made up to current call
lagwill26      	rating on previous contact and impute will=26 for first contact
avglagwill     	average will rating up to current call but not including rating at end of call
will2		rating interviewer gave case at the end of the call; imputed value for call w/ interview
before1980		interviewer born before 1980, not a student
months_tel_int  	total months worked as telephone interviewer
workhours_int   	interviewer’s working hours per week at present

Methods
This is the first step in a multi-part analysis. In the results presented below, wave 2 data are used to examine the improvement in fit and discrimination of the “classic” propensity model when likelihood ratings are introduced. We run discrete time hazard models predicting cooperation on the next call with contact, accounting for the clustering of cases within interviewers. For the classic model, the models are developed using call record data and basic interviewer characteristics. A second model includes only the interviewer ratings of likelihood on each contact, and the “both” model combines these.  The discrete time variable, contact number, is a continuous variable in the analysis. This was decided after examining the coefficients for the categorical version of this variable and determining that the relationship between the sequential contact number and cooperation is linear. To determine if there is improvement in the models, the following are examined: pseudo R2 values, Hosmer and Lemeshow’s goodness of fit test, ROC curves, and likelihood ratio tests. 

Results
Below are the hazard models predicting propensity to respond on the next contact using:  (1) call record information only, (2) likelihood ratings and (3) both the call record information and the likelihood ratings. Although the fit and discrimination of the model using the likelihood ratings only (2) are weak, the ratings significantly improve the “classic” model (LR test p=0.0000). That is, the model using “both” (3) is a significantly better than the “classic” model.
Note that although we have interviewer characteristics from a questionnaire administered to all interviewers, these variables do not appear in the models because these were not significant.

-------------------------------------------------
                 (1)          (2)          (3)   
complete       Classic    Ratings only     Both   
-------------------------------------------------                                        
contact_num    5.752***     0.837***     5.621***
               (0.420)     (0.0185)      (0.411)   

week           0.927**                   0.943*  
              (0.0246)                  (0.0254)   

mobile         1.327**                   1.271*  
              (0.124)                   (0.120)   

priorcalls     0.938***                  0.934***
              (0.0108)                  (0.0108)   

lastcontday0  0.935***                  0.933***
             (0.0118)                  (0.0119)   
 
priorref      0.0536***                 0.0605***
             (0.0122)                  (0.0139)   

apptpriocall  2.918***                  1.759***
             (0.367)                   (0.294)   

apptnum       0.0482***                 0.0477***
             (0.00572)                 (0.00567)   

appXaptpcall  2.324***                  2.454***
             (0.260)                   (0.274)   

contpriorcall 0.300***                  0.236***
             (0.0811)                  (0.0655)   

lagwill                   1.017***     1.011***
                        (0.00143)    (0.00255)   
-------------------------------------------------
N               5049         5049         5049   
-------------------------------------------------
Exponentiated coefficients; Standard errors in parentheses
* p<0.05, ** p<0.01, *** p<0.001


Model fit and discrimination (models run without random effects)
	Model
	n
	Pseudo R2
	AIC
	AIC df
	Area under ROC Curve
	Assessment of discrimination 

	
	5049
	
	
	
	
	

	Classic
	
	0.2805
	4202
	11
	0.8577
	Excellent

	Ratings
	
	 0.0303
	5640
	4
	0.6062
	Minimal Discrimination

	
Both
	 
	0.2840
	4184
	12
	0.8602
	Excellent



To try to improve the predictive power of the ratings, we removed the lag and associated the ratings with the call at which they were assigned. This meant that the calls when the interview was taken did not have ratings. The ratings were imputed as follows:
1. People who participated on the first contact were given a rating of 100 - # of calls +1
2. People who participated at a later contact were imputed one of two ways
a. If contact was made with the selected respondent on any prior call, the rating from the last contact with this person is used in the following calculation
      imputed rating =  last rating + (100 – last rating)/2
b. If contact was not made with the selected respondent on any prior call, the rating from the last contact with any person is used in the following calculation
      imputed rating =  last rating + (100 – last rating)/2
3. For the two cases that were hard refusals on the first call, a rating of 0 was assigned

Using the likelihood rating in this way, the hazard models predicting response on the next contact are repeated below.
-------------------------------------------------
                 (1)          (2)          (3)   
complete      Classic    Ratings only      Both   
-------------------------------------------------                                       
contact_num   5.752***     1.130***     17.11***
             (0.420)     (0.0271)      (2.049)   

week           0.927**                   1.137** 
              (0.0246)                  (0.0504)   

mobile         1.327**                   0.850   
              (0.124)                   (0.129)   

priorcalls     0.938***                  0.952** 
              (0.0108)                  (0.0166)   

lastcontday0  0.935***                  0.988   
             (0.0118)                  (0.0171)   

priorref      0.0536***                  0.198***
             (0.0122)                  (0.0673)   

apptpriocall  2.918***                  10.73***
              (0.367)                   (2.288)   

apptnum       0.0482***                 0.0167***
             (0.00572)                 (0.00286)   

appXaptprcall 2.324***                  1.866***
             (0.260)                   (0.233)   

contpriorcall 0.300***                  0.470*  
             (0.0811)                   (0.172)   

will2                    1.124***       1.174***
                        (0.00410)      (0.00750)   
-------------------------------------------------
N               5049         5049         5049                                         
-------------------------------------------------
Exponentiated coefficients; Standard errors in parentheses
* p<0.05, ** p<0.01, *** p<0.001

Now, the model diagnostics show that the ratings are strongly predictive on their own. They also significantly improve the “classic” model using contact data only (LR test p=0.0000).
	Model
	n
	Pseudo R2
	AIC
	AIC df
	Area under ROC Curve
	Assessment of discrimination

	
	5049
	
	
	
	
	

	Classic
	
	0.2805
	4202
	11
	0.8577
	Excellent

	Ratings
	
	 0.3878
	3563
	3
	0.8865
	Excellent

	Both
	 
	0.6832
	1865
	12
	0.9733
	Outstanding


 

Discussion questions:
1. I used the ratings 2 different ways. Does one way make more sense than the other?
2. Criticism of the way I chose to impute missing cases?
3. General suggestions for improvement? or ideas for another approach to explore the use of the likelihood ratings in the propensity models?
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