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1. Introduction
A high response of the sample units approached is one of the cornerstones of survey research (Groves, 1989) and the growing nonresponse has been a constant worry of survey statisticians (De Leeuw & De Heer, 2002). Several theories on the reasons of nonresponse have been developed over the years (Stoop, 2005). Survey climate and attitudes towards surveys are key concepts in these theories (Loosveldt and Storms, 2008). De Leeuw and colleagues (2010) proposed a short nine-item scale to measure survey attitude. It consists of three subscales: survey enjoyment, survey value, and survey burden. The present paper examines whether this survey attitude scale (SAS) contributes to the prediction of unit nonresponse and panel attrition over and above the usual demographics associated with nonresponse and attrition (e.g. age, gender, urbanicity).
1.1. Data
The data used in this paper stem from the LISS (Longitudinal Internet Studies for the Social Sciences) panel, which started in 2007. The LISS panel is a probability based online household panel of the Dutch population, originally consisting of 5000 households comprising 8000 individuals (Scherpenzeel & Das, 2011). The households are a random sample of the Dutch population drawn from the population register. A computer and/or internet connection is provided if a household does not have those. Ultimately, 48% of the sampled households have registered as panel members. The annual panel attrition is roughly 10%. Sample refreshments were conducted in 2009, 2011, and 2013. Panel members complete varying questionnaires every month and a core questionnaire every year to provide repeated measures of the same set of variables. Respondents are paid for each completed questionnaire. The response rates range from 50 to 80%.      
Most variables used in this study are part of the core questionnaire and are consequently measured on an annual basis. We aggregated those variables which are monthly measured by using the last value per year. We do not include the sample refreshments into our dataset. Our analyses regarding the explanatory power of the SAS are limited to the period from 2008 to 2013 as the SAS is only during this interval included in the core questionnaire. To evaluate the predictive power of the SAS, we also make use of the waves 2014 and 2015. We received the number of invitations to questionnaires and the number of completed questionnaires from CENTERdata to compare the model-predicted response propensity (modeled on wave 2008 – 2013) with the actual response propensity in 2014 and 15.
That way, the following sample sizes are obtained:
	Wave
	2008
	2009
	2010
	2011
	2012
	2013
	2014
	2015

	Individuals
	8271
	7909
	7473
	5959
	5338
	4672
	
	




1.2. Multiple Imputation
As estimation problems arose due to missing data, we use multiple imputation on the explanatory variables. Five imputed datasets were created using predictive mean matching. Missing values that could not be replaced by an imputed value were retained. The fraction of missing values per respondent before imputation is on average 20%. After imputing this fraction is reduced to 5%. The estimates of the separate data analyses are pooled using Rubin’s rules (Rubin, 1987). 
1.3. Operationalization
The dependent variables:
To investigate whether the SAS is effective in explaining unit nonresponse, the number of completed interviews of an individual panel member per year serves as our dependent variable. The average count is 31 with a standard deviation of 19. Panel members receive different numbers of invitations. Per invitation, respondents completed on average 0.68 interviews (SD=0.34). The proportion of variance at the subject-level (intra-class correlation) is estimated as 0.60. Hence, about two-third of the variance is variance between individuals, and about one-third is variance within individuals across time. 
To investigate whether the SAS is effective in explaining panel dropout, we looked at the complete time frame (2008-2015) and marked respondents as attrited that are panel members but cease to respond to panel invitations. That is, when a respondent between 2008-2015 completed a questionnaire for the last time in 2009, s/he is labelled as dropped out. 
In what follows, the operationalization of our predictor of interest, the SAS, and the covariates is detailed.
Survey attitude scale. Based on earlier work by multiple authors (Cialdini, 1991; Goyder, 1986; Singer, 1998; Stocke, 2006; Rogelberg et al., 2001), De Leeuw and colleagues (2010) developed a brief nine-item scale to measure the attitude of a respondent towards surveys. It consists of three sub-constructs: survey enjoyment, survey value, and survey burden. Each sub-construct is measured by three items using a seven-point Likert scale ranging from total disagreement to total agreement. The SAS is shown to be reliable and cross-culturally valid (De Leeuw et al., 2010). Bons, Hox and De Leeuw (2015), using latent trait-state models (see Kenny & Zautra, 2001), examine the stability of survey attitude over time. They conclude that two-third of the variance picked up by the SAS measures enduring aspects of a person’s survey attitude while one-third relates to the situational aspect of survey attitude. To understand to which extent the trait-like and to which extent the state-like part of the SAS explains unit nonresponse, we create the person-mean of each sub-construct across waves and deviations from this person-mean at each wave as two separate variables. Table 1 reports the operationalization and univariate descriptives of the covariates.

Table 1: Operationalization and descriptive statistics of the used variables.
	Variable
	Operationalization
	Mean
	SD
	Min
	Max

	Completed
	Number of completed interviews per year
	31
	19
	0
	93

	Invited
	Number of invitations per year
	43
	16
	1
	95

	Wave
	2008 = 0, 2015 = 7
	2.92
	2.25
	0
	7

	Female
	Female = 1, male = 0
	0.53
	0.50
	0
	1

	Age
	Age in years at first wave (i.e. 2008) 

	45.11
	16.05
	16
	95

	Education
	School diplomas recoded into years spent in the educational system

	12.72
	3.38
	6
	18

	Migrant
	Non-Dutch = 1, Dutch = 0

	0.118
	0.322
	0
	1

	Dwelling:self-owned
	Self-owned = 1, rental or cost-free = 0

	0.748
	0.433
	0
	1

	Household income
	Net monthly income in Euro of all household members combined.
	3098
	5569
	0
	299660

	Urbanization
	Urbanicity (not urban = 1, extremely urban = 5)
	2.98
	1.27
	1
	5

	SimPC
	Computer and/or internet connection provided = 1, not = 0 
	0.055
	0.228
	0
	1

	Household size
	Number of household members
	2.81
	1.37
	1
	9

	Generalized trust / Social trust
	You can’t be too careful = 0, most people can be trusted = 10
	6.07
	2.11
	0
	10

	Voted
	Respondent voted in at least one national election = 1, not = 0
	0.889
	0.314
	0
	1

	Opportunity costs
	Dissatisfaction with amount of available leisure time (entirely satisfied = 0, entirely dissatisfied = 10)

	2.99
	2.14
	0
	10

	Agreeableness
	Agreeableness score (very inaccurate / not agreeable at all = 1, very accurate / very agreeable = 5)
	3.87
	0.49
	1
	5

	Survey attitude scale
	
	
	
	
	

	Enjoyment: mean 
	Person-mean of survey enjoyment across waves (tot. disagree = 1, tot. agree = 7)
	4.67 
	0.72  
	1
	7

	Enjoyment: dev.
	Deviation from the person-mean of srvey enjoyment at each wave

	-0.001 
	0.97 
	-5.20
	5.10

	Value: mean
	Person-mean of survey value
	5.58
	0.57
	1
	7

	Value: deviation
	Deviation from the person-mean 
	-0.01
	0.84
	-5.51
	3.74

	Burden: mean
	Person-mean of survey burden 
	3.06
	0.62
	1
	7

	Burden: deviation
	Deviation from the person-mean 
	0.01
	0.98
	-3.85
	5.18



1.4. Analyses
To model the number of completed interviews, longitudinal negative binomial regression (NBR) is employed. Applying ordinary linear regression to count data can result in inefficient, inconsistent, and biased estimates (Hox, 2017). NBR models a Poisson process, but compared to Poisson regression it contains a residual term to accommodate overdispersion. We include the number of invitations to participate in a survey per year as offset parameter into the model because it differs across respondents and years. To account for dependences within households, robust standard errors with the household as cluster variable are estimated. Finally, we take a multilevel approach to longitudinal data analysis by using multilevel NBR nesting repeated measurements within individuals.
To cross-validate the NBR model, we use the estimated NBR models, which are calibrated on waves 2008 to 2013, to predict the response rates in 2014 and 2015 and compare this expected response rate with the actually observed response rate in 2014 and 2015. 
To model panel dropout, we use discrete-time survival analysis. Thus, the dependent variable can be interpreted as the conditional probability to dropout at wave t, given the respondent is still in the panel. 
To examine the predictive power of the SAS regarding panel dropout, we predict panel dropout between 2008 and 2015 from the estimated survival models and compare it to the actual dropout during this time interval. Between 2008 and 15, roughly 53% of the respondents at risk dropped out of the panel. We predict those 53% of all respondents at risk to dropout that exhibit the highest (log-) hazard rate because we want to take the actual dropout distribution into account when computing the expected dropout.
As a grand theory of survey nonresponse is not available (but see Hox & Leeuw, 1995; Stoop, 2005), we rely on expert opinions on which covariates to include into the model. Prior to analyzing the data, we presented an extensive list of covariates to 31 experts in survey methodology and asked them to rate the relevance of each variable with respect to unit nonresponse. The 13 highest rated variables were included in the model.
2. Results
2.1. Calibrating the model: negative binomial regression
Table 2 shows the results of the longitudinal negative binomial regression. The coefficients are exponentiated. Hence, coefficients larger (smaller) than 1 indicate a positive (negative) relationship. Model 1 contains the SAS, a linear trend of time, and a random intercept. The effect of wave shows that the expected count decreases by a factor of 0.963 (or 3.7%) per year. The SAS proves that the more enjoyable, the more valuable, and the less of a burden a survey is perceived to be, the more likely survey participation. The person-mean regression coefficients indicate that particularly the stable aspects of survey attitude are explaining the response propensity. A respondent perceiving a survey one unit more enjoyable (on a scale from 1 to 7) is estimated to complete roughly 1.22 times as many or 22% more interviews per year. The same attitude change for survey value corresponds to 8% more interviews. This change in the perceived survey burden will cut down the number of completed interviews by 12%. Situational changes in survey attitude between waves have less impact on the number of completed interviews. The deviation from person-mean regression coefficients reveal effect sizes ranging from  to  percent per unit change across the sub-constructs. To conclude, the SAS does explain variance in unit nonresponse. It does so most successfully by its trait-like as1ect. Comparing the baseline model containing only intercept and wave (not shown) with Model 2, we estimate the ratio of explained to total variance between individuals as 8.6%.

Table 2: Longitudinal negative binomial regression on five multiple imputed datasets
	Dependent variable: Number of completed interviews p.a.
	M1: SAS
	M2: Covs
	M3: SAS + Covs.

	
	Exp(B)
	SE
	Exp(B)
	SE
	Exp(B)
	SE

	Intercept
	0.20***
	0.024
	0.41***
	0.032
	0.19***
	0.025

	Wave
	0.95***
	0.002
	0.95***
	0.002
	0.95***
	0.002

	Survey attitude scale
	
	
	
	
	
	

	Enjoyment: mean
	1.22***
	0.018
	
	
	1.20***
	0.017

	Enjoyment: deviation
	1.03***
	0.006
	
	
	1.0***
	0.006

	Value: mean
	1.09***
	0.021
	
	
	1.07***
	0.020

	Value: deviation 
	1.01
	0.006
	
	
	1.01
	0.006

	Burden: mean
	0.90***
	0.013
	
	
	0.91***
	0.012

	Burden: deviation
	0.99***
	0.004
	
	
	0.99***
	0.004

	Female (time-invariant)
	
	
	1.07***
	0.016
	1.04**
	0.015

	Age (time-invariant)
	
	
	1.01***
	0.001
	1.01***
	0.001

	Years of education
	
	
	1.00
	0.002
	1.00
	0.002

	Migrant (time-invariant)
	
	
	0.93
	0.041
	0.93
	0.040

	Dwelling: Self-owned
	
	
	1.02
	0.020
	1.03+
	0.019

	Household income
	
	
	1
	0.000
	1
	0.000

	Urbanization
	
	
	1.00
	0.007
	1.00
	0.007

	SimPC
	
	
	1.03
	0.027
	0.98
	0.024

	Household size
	
	
	0.98*
	0.006
	0.99*
	0.006

	Generalized trust
	
	
	1.00
	0.002
	1.00
	0.002

	Voted
	
	
	1.09*
	0.042
	1.07+
	0.040

	Opportunity costs
	
	
	0.99**
	0.003
	0.99**
	0.003

	Agreeableness
	
	
	0.98+
	0.011
	0.96**
	0.011

	
	
	
	
	
	
	


† p < 0.10, * p < 0.05, ** p < 0.01; ln(invited) = offset = 1 included in the model.
Model 2 includes a list of covariates in the model to predict response propensity. About half of the covariates are significant and the direction of the effect of all variables is as expected. Model 3 investigates whether the explanatory power of the SAS persists in presence of these covariates. It does, and the regression coefficients do not change much. Hence, the SAS contributes to the explanation of unit nonresponse independently from the covariates. Compared to model 1, the level-2 R² rises to 13.7% showing the explanatory power of the SAS. While its six components explain 8.6% of the variance in the response patterns between respondents, the 13 covariates together explain merely 5%.
2.2. Predicting future (non)response 
Predicting future response propensity provides an assessment of the validity and utility of the SAS. As it does not make much sense to use the state facet of the SAS, we estimated the models again using only the trait facet to predict future nonresponse. Furthermore, to provide an indication of how many waves are necessary to get a satisfactory estimate of the trait facet, we use three different calculation bases to compute the mean survey attitude score: 2008, 2008-10, and 2008-13. Table 3 reports the correlations between predicted and observed response rate.
Table 3: Correlation matrix
	[bookmark: _Hlk489870812]
	Predicted nonresponse rate using M1 (survey attitude scale, only trait-part)
	Predicted nonresponse rate using M1 (only covariates)
	Predicted nonresponse rate using M3 (SAS and covariates)

	SAS trait based on scores of …
	2008
	2008-10
	2008-13
	2008
	2008-10
	2008-13
	2008
	2008-10
	2008-13

	Observed nonresponse rate 2014
	r=0.12
r2=0.01
	r=0.14
r2=0.02
	r=0.24
r2=0.06
	r=0.30
r2=0.09
	r=0.27
r2=0.08
	r=0.32
r2=0.10
	r=0.30
r2=0.09
	r=0.28
r2=0.08
	r=0.34
r2=0.11

	Observed nonresponse rate 2015
	r=0.11
r2=0.01
	r=0.14
r2=0.02
	r=0.23
r2=0.05
	r=0.29
r2=0.08
	r=0.26
r2=0.07
	r=0.32
r2=0.10
	r=0.29
r2=0.08
	r=0.26
r2=0.07
	r=0.33
r2=0.11



The results in the left part of the table show that we need more than three waves to obtain satisfactory predictions. As expected, the relationship between predicted and observed response rates decreases over time. Adding covariates to the model to predict future response propensity does increase correlation and proportion of explained variance. In line with the results in section 2.1. however, we find that more than half of the predictive power stems from the SAS, here measured by only three items. Only about 29% of the explained variance is explained by the 13 covariates. Bearing in mind that we use the SAS scores from 2008-13 but the current sociodemographics (i.e. 2014 and 15) to predict the response propensity make this result stand out even more.
2.3. Calibrating the model: survival analysis
To probe a slightly different but related research question, we examine the explanatory power of the survey attitude with respect to panel dropout. Table 4 shows the survival analysis results, which are very much in line with the result from section 2.1. Adding an extensive list of covariates, the regression coefficients remain constant or even increase. Hence, the SAS also contributes to the explanation of panel dropout over and above the demographics.
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Table 4: Survival analysis on five multiple imputed datasets
	Dependent variable: Dropout
	M1: Covariates
	M2: SAS
	M3: SAS + covariates

	
	Coef.
	SE
	Coef.
	SE
	Coef.
	SE

	Intercept
	0.171***
	0.049
	1.634+
	0.472
	1.149
	0.431

	Time
	2.106***
	0.074
	2.25***
	0.079
	2.284***
	0.081

	Time2
	0.832***
	0.006
	0.827***
	0.006
	0.825***
	0.006

	Survey attitude scale
	
	
	
	
	
	

	Enjoyment: mean
	
	
	0.599***
	0.022
	0.592***
	0.023

	Enjoyment: deviation
	
	
	1.008
	0.030
	1
	0.030

	Value: mean
	
	
	0.772***
	0.036
	0.759***
	0.036

	Value: deviation 
	
	
	0.868***
	0.030
	0.846***
	0.028

	Burden: mean
	
	
	1.302***
	0.049
	1.287***
	0.050

	Burden: deviation
	
	
	1.023
	0.025
	1.023
	0.025

	Female (time-invariant)
	0.921*
	0.035
	
	
	0.947
	0.038

	Age (time-invariant)
	0.995***
	0.001
	
	
	0.999
	0.001

	Years of education
	0.984**
	0.005
	
	
	0.979***
	0.006

	Migrant (time-invariant)
	0.997
	0.074
	
	
	0.988
	0.075

	Dwelling: Self-owned
	0.993
	0.050
	
	
	0.939
	0.047

	Household income
	1**
	0.000
	
	
	1**
	0.000

	Urbanization
	0.998
	0.017
	
	
	1.017
	0.018

	SimPC
	0.549***
	0.057
	
	
	0.73**
	0.079

	Household size
	0.988
	0.017
	
	
	0.976
	0.016

	Generalized trust
	0.999
	0.013
	
	
	1.004
	0.013

	Voted
	0.7***
	0.043
	
	
	0.74***
	0.046

	Opportunity costs
	1.038**
	0.012
	
	
	1.022+
	0.013

	Agreeableness
	1.037
	0.081
	
	
	1.325*
	0.116


† p < 0.10, * p < 0.05, ** p < 0.01.
3. Conclusion and Discussion
The results of this study certify that survey attitude is a strong predictor of unit nonresponse and panel dropout, that is, over and above a person’s socio- and psycho-demographic profile. Survey enjoyment and survey burden stand out in that respect. Survey methodologists are advised to make surveys as much fun and as little cumbersome as possible. This should be taken more seriously if one wants to minimize nonresponse and dropout. Often scientific surveys are advertised by their value, which shows the smallest effect in our analyses.
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